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Disentanglement

(Kingma et al., 2014)

Two latents:
 z1 -> Content

z2 -> Style

Changing one doesn’t change the other

Idea: Just use z1for classification



DIVA



DIVA

              Generative                                     Inference



DIVA

              Generative                                     Inference
Think of: d = patient, x = cell, y = infected/uninfected -> training tuple (x, y, d)



DIVA

              Generative                                     Inference
Think of: d = patient, x = cell, y = infected/uninfected -> training tuple (x, y, d)



Our model: DIVA

              Generative                                     Inference
Think of: d = patient, x = cell, y = infected/uninfected -> training tuple (x, y, d)
Red: CNN for classification of y, dashed arrows == auxiliary classifiers



Our model: DIVA

              Generative                                     Inference
Think of: d = patient, x = cell, y = infected/uninfected -> training tuple (x, y, d)
Red: CNN for classification of y, dashed arrows == auxiliary classifiers
Green: Reconstruction of x



Our model: DIVA

              Generative                                     Inference
Think of: d = patient, x = cell, y = infected/uninfected -> training tuple (x, y, d)
Red: CNN for classification of y, dashed arrows == auxiliary classifiers
Green: Reconstruction of x
Blue: Conditional prior distributions
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Thank you for your attention!


