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Motivation: Semantic segmentation
Deep Learning Traditional Segmentation

(Example: U-Net [1])
- Powerful but need lots of data
- No trivival way to incoporate prior knowledge

(Example: active countour)
- Handcrafted with prior 
knowledge
- Fixed performance

There’s a need to combine deep learning with 
traditional segmentation.

[1] Ronneberger, Olaf, Philipp Fischer, and Thomas Brox. "U-net: Convolutional networks for biomedical image segmentation." International 
Conference on Medical image computing and computer-assisted intervention. Springer, Cham, 2015.
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An example: Active Contour 
(Dynamic Programming)

Energy function is the sum of the gradient between two consecutive lines.
Delta: smoothness constraint. Selected indices cannot change abruptly.

- User provide a candidate position of the 
object
- Find the path that minimize sum of 
energy energy on a “Star Pattern” using 
Dynamic Programming

N. Ray, S. T. Acton, and H. Zhang. Seeing through clutter: Snake computation with dynamic programming for particle segmentation. In Proceedings of the 21st 
International Conf. on Patt. Rec. (ICPR2012), pages 801–804, Nov 2012.
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Our Method: EDPCNN
Deep 
Learning

End-to-end learning of
Deep Learning + Traditional method

Image CNN Output Image CNN
Refined

InputOutput

Output
Classic
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(Lots of data) (Hopefully 
less data)

(Prior 
knowledge)
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Our Method: EDPCNN
EDPCNN: End-to-end CNN + Dynamic Programming
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Differentiable Bypass
The Dynamic Programming
(Active Contour) algorithm

Differentiable bypass is applicable for any generic module, not just this dynamic programming algorithm
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Our Method: EDPCNN

Exploration!
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Experiment
● Dataset: ACDC and LVQuan2018
● Comparison between:

– EDPCNN (End-to-end U+Net + active contour)
– U-Net
– U-Net + DP (EDPCNN not trained end-to-end)

● U-Net is trained to predict the segmentation
● Active contour is applied to refine the output.

● Training datasets with increasing size: from 10 images, 20 images... to full dataset.
● Results on the full validation set are reported, irrespective of training set size
● Report: Dice score, Average symmetric surface distance (ASSD) and Hausdorff distance 

 (HD).



  9

Experiments
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Conclusion and summary
● Classical computer vision algorithms can be used to complement deep 

learning.
● Training neural networks end-to-end to adapt to classical algorithms is 

better than just applying CNN + classical algorithms directly.
● Differentiable bypass can facilitates learning of differentiable and non-

differentiable modules together end-to-end.
● Pontential to use differentiable bypass for combining any differentiable 

and non-differentiable modules together, not just CNN and algorithm. 
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Thank you!

Nhat M. Nguyen, MSc Nilanjan Ray, PhD
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