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∙ Cancer is a heterogeneous disease, with complex micro-environments where
lymphocytes, stromal, and cancer cells interact with the tissue and blood vessels.

∙ Although the genomic and transcriptomic diversity in tumors is quite high,
phenotype between/within tumor such as cellular behaviours and tumor
micro-environments remains poorly understood.

∙ Limitation of supervised learning: Expensiveness of data collection and labeling, it
cannot provide unknown information about the data.

∙ A generative model can to identify and reproduce the different types of tissue.
∙ Disentangled representations can provide further understanding on phenotype
diversity between and within tumors.
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We start with BigGAN and Relativistic Average Discriminator.

The discriminator, and generator loss function are formulated as in
Equations 2 and 3, where is the distribution of real data, is the distribution for the
fake data, and is the non-transformed discriminator output or critic:

(1)

(2)
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Starting point: BigGAN with Relativistic Average Discriminator.
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